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Abstract

The measurement of the resources consumed by an application at runtime is an important task in different scenarios such as program optimization, malware and bug detection, and hardware scaling. Although different tools exist for this purpose, they sometimes show some limitations such as operating system and hardware dependencies, performance overhead, and usage complexity. For this reason, we create PROCESSPERFORMANCE, a portable and easy-to-use command-line tool that provides information about the CPU, memory, and network resources consumed by any combination of running processes. It also avoids the performance overhead caused by software and binary code injection.
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Code metadata

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Code metadata description</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Current code version</td>
<td>1.1.1</td>
</tr>
<tr>
<td>C2</td>
<td>Permanent link to code/repository used for this code version</td>
<td><a href="https://github.com/ComputationalReflection/ProcessPerformance">https://github.com/ComputationalReflection/ProcessPerformance</a></td>
</tr>
<tr>
<td>C3</td>
<td>Permanent link to Reproducible Capsule</td>
<td><a href="https://codeocean.com/capsule/7889504/tree/v1">https://codeocean.com/capsule/7889504/tree/v1</a></td>
</tr>
<tr>
<td>C4</td>
<td>Legal Code License</td>
<td>MIT</td>
</tr>
<tr>
<td>C5</td>
<td>Code versioning system used</td>
<td>git</td>
</tr>
<tr>
<td>C6</td>
<td>Software code languages, tools, and services used</td>
<td>C# 8.0</td>
</tr>
<tr>
<td>C7</td>
<td>Compilation requirements, operating environments &amp; dependencies</td>
<td>.NET Core 3.1+, TraceEvent 2.0.55</td>
</tr>
<tr>
<td>C8</td>
<td>If available Link to developer documentation/manual</td>
<td><a href="https://github.com/ComputationalReflection/ProcessPerformance/blob/master/README.md">https://github.com/ComputationalReflection/ProcessPerformance/blob/master/README.md</a></td>
</tr>
<tr>
<td>C9</td>
<td>Support email for questions</td>
<td><a href="mailto:garciarmiguel@uniovi.es">garciarmiguel@uniovi.es</a></td>
</tr>
</tbody>
</table>

1. Introduction

It is sometimes necessary to measure the resources a process is consuming at runtime [1]. That measurement is a valuable piece of information to optimize applications consuming too many resources, scale the hardware resources depending on the running processes, identify potential malicious programs, and compare resource consumption of different processes [1]. Common resources the user needs to measure are CPU, memory, and network consumption [2]. Resource consumption data are usually collected by hardware monitors, additional
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routines implemented at the operating system level, or code injected in a program [3]. The choice of a measurement technique depends on different factors, such as the data to be measured, the potential impact of the measurement tools on the performance of the whole application, and the available hardware and software resources, among others [3].

Modern operating systems include system monitors to supervise the usage of system resources in a computer [4]. Task managers are system monitor programs that provide information about computer performance, including the name of running processes, CPU and GPU load, I/O information, logged-in users, and operating system services [5]. Example task managers are SysInternals Process Explorer [6], GNOME System Monitor [7], and macOS Activity Monitor [8]. These task managers provide a graphical user interface to give information to the user, but they do not facilitate the extraction of the data measured. On the contrary, tasklist [9], top [10], iotop [11] and nethogs [12] are textual command-line task managers that make it easier to retrieve that information. iotop and nethogs only provide network information, and none of those tools support Windows, Linux, and macOS.

Software instrumentation tools add pieces of code around source or binary code to measure dynamic resource consumption [13]. They can be used to diagnose memory errors, evaluate runtime performance, generate trace information, and profile applications [1]. Valgrind is a binary instrumentation framework for different Unix-based executable files [1]. Apache Netbeans Profiler is a similar tool for Java programs [14]. The main drawback of software instrumentation tools is the memory and CPU consumption overhead they introduce with the instrumented code.

Hardware Performance Counters (HPC) is another approach to obtain detailed information about application execution [15]. HPC is based on hardware counters that register microprocessor activities upon the trace generation phase. Later, that information can be analyzed by tools such as Windows Reliability and Performance Monitor (perfmon) [16], SysInternals Process Monitor [17], and perf [18]. The main benefit of HPCs compared to software-based approaches is that HPCs provide lower performance overhead to obtain detailed performance information, but they are hardware-dependent [19].

Some other approaches are based on modifying the behavior of the virtual machine that is used to run the software. The Java Management Extensions (JMX) framework provides a configurable mechanism for managing and monitoring Java applications [20]. With Managed Beams (MBeans), programs can be instrumented to measure the runtime resources consumed by the application. Likewise, dotnet-trace is a .Net application that enables the collection of application traces without a native profiler [21]. These kinds of tools provide runtime information about runtime resource consumption, but only for applications executed on particular virtual machines.

Process and System Utilities (psutil) is a cross-platform library for retrieving information of running processes, such as CPU, memory, disks, and network consumption [22]. It is written in Python 3.4 and aims to monitor and profile systems. It supports most operating systems. psutil is delivered as an API, so users must write their own programs to visualize the resource consumption of running programs.

In this paper, we present ProcessPerformance, an open-source multi-platform tool to monitor and retrieve the CPU, memory, and network resources consumed by any combination of running processes. Runtime process instrumentation is performed at the operating-system level, so no overhead is produced by high-level source code instrumentation. HPC information may be used by the operating software when the hardware supports HPC, causing almost no runtime overhead [19]. ProcessPerformance is implemented in the free open-source .NET Core platform that runs on Windows, Linux, and macOS. It provides an easy-to-use command-line interface that does not require the subsequent analysis of tracing log information. The services of ProcessPerformance can be used by any other application, since its source code is available for download at https://github.com/ComputationalReflection/ProcessPerformance.

2. Application description and functions

ProcessPerformance is designed to easily provide information about the resources consumed by any processes. It retrieves information about the CPU, memory, and network resource consumption during a period of time. ProcessPerformance is a portable open-source application implemented for the .NET Core platform. Memory and CPU usage is measured with the Process class in the System.Diagnostics namespace, which
supports interaction with local and remote processes, event logs, and performance counters [23]. For process network consumption, we use the TraceEvent library [24] that allows us to collect and process event data of the processes running on the operating system. To get the information of the overall network traffic, ProcessPerformance uses the NetworkInterface class that provides configuration and statistical information for a network interface.

What follows is a brief description of how ProcessPerformance gathers resource consumption information from the operating system, as illustrated in Figure 1:

- **CPU consumption**, measured as the percentage of use of the total CPU resources. It is computed with the following equation:

  \[
  \text{CPU consumption} = \frac{\text{total processor time}}{\text{clock time}} / \text{number of system cores}
  \]  

  \( (1) \)

  The first operand is the TotalProcessorTime property of the Process class, which returns the time that the microprocessor spends working on a task (it is the sum of user and privileged processor time) [23]. Processor times are represented as blue rectangles in Figure 1. Clock time is the elapsed execution time for the time interval measured (i.e., start time – end time in Figure 1). The division of these two values gives us the percentage of CPU used by the process. That value is then divided by the number of system cores (the ProcessorCount property of the Environment class) to obtain the CPU consumption, because TotalProcessorTime represents the sum of working times for all the cores.

- **Overall network traffic** refers to the number of bytes transferred across the network by all the processes since ProcessPerformance is executed. The GetIPv4Statistics method is used to get that information from the operating system, including the bytes sent (BytesSent property of IPv4InterfaceStatistics, shown as dark green rectangles in Figure 1) and received (BytesReceived property, shown as light green rectangles in Figure 1). With this information, ProcessPerformance displays both the number of bytes transferred and the transmission rate.

- **Process network consumption** is the number of bytes transferred by one single process across the network since ProcessPerformance started measuring. A TraceEventSession object is used to register
all the TCP/IP events triggered in the system. It follows the Observer design pattern, where listeners are registered to be notified when different events occur [25]. ProcessPerformance registers itself for the TcpIpRecv and TcpIpSend events to store the information about data received and sent. Each time one of these two events is triggered, we check whether the process causing the data transfer is the one to be monitored and, if so, we update the variables counting the number of bytes transmitted by that process. Figure 1 shows the data sent by a process with dark gray rectangles, while light gray boxes represent the data received.

- **Memory consumption.** To measure the memory consumed by a process at runtime, we count the maximum size of working set memory used by a process (i.e., the PeakWorkingSet property of Process [26]). The working set of a process is the set of memory pages currently visible to the process in physical RAM memory. Those pages are resident and available for an application to be used without triggering a page fault. The working set includes both shared and private data. The shared data comprises the pages that contain all the instructions that the process executes, including those from the process modules and the system libraries. As shown in Figure 1, it is common that the working set memory used by a process grows at runtime as the program demands more memory from the operating system.

2.1. **Usage and Examples**

ProcessPerformance is an easy-to-use command-line tool. If the user runs `ProcessPerformance -help` the following command-line options are described:

- `process1 process2 ... processn`. A space-separated list of the names or PIDs (process identifiers) of the processes to be monitored. If no process is passed, the overall system resources are displayed.
- `-interval:milliseconds`. The interval used to gather the runtime information of resource consumption, expressed in milliseconds. The default value is 1,000 (one second).
- `-network:IP_address`. IP address of the network interface used to measure data transmission.
- `-csv`. Shows the output in comma-separated values (CSV) format.
- `-help`. Describes the different command-line arguments.

For example, the following command shows the CPU, memory, and network resources consumed by the Chrome web browser, every half second: `ProcessPerformance chrome -interval:500`. That command produces the output displayed in Figure 2, where ProcessPerformance tells us that there are four different processes running Chrome, and displays the resources consumed by the four processes.

---

1In Windows, the application is directly run with ProcessPerformance. In Unix-based operating systems, it must be written `dotnet ProcessPerformance.dll`. 
ProcessPerformance allows measuring the resources consumed by a complex application or system, defined as a collection of running programs. Therefore, the following command can be used to measure overall resources used by a client-server application that runs an application server (Apache Tomcat), two persistence systems (PostgreSQL and Neo4j), and the Chrome web browser as a client:

```
ProcessPerformance chrome tomcat neo4j postgres -network:192.168.137.2
```

The output is shown in Figure 3. The network traffic is displayed with two values: the sum of all the data transferred by the 22 processes (4 programs), and the data transmitted through the 192.168.137.2 network interface.

```
chrome + tomcat + neo4j + postgres (22 processes):
  CPU: 7.71%
  | Memory: 3,064 MB
  | Processes: Sent 39 KB (312 kbps) - Received 45 KB (360 kbps)
  | Network: Sent 93 KB (744 kbps) - Received 373 KB (2,984 kbps)
```

```
chrome + tomcat + neo4j + postgres (22 processes):
  CPU: 8.15%
  | Memory: 3,332 MB
  | Processes: Sent 40 KB (8 kbps) - Received 46 KB (8 kbps)
  | Network: Sent 154 KB (488 kbps) - Received 688 KB (2,520 kbps)
```

```
chrome + tomcat + neo4j + postgres (22 processes):
  CPU: 2.18%
  | Memory: 3,334 MB
  | Processes: Sent 41 KB (8 kbps) - Received 46 KB (0 kbps)
  | Network: Sent 178 KB (192 kbps) - Received 695 KB (56 kbps)
```

...  

Figure 3: Output for `ProcessPerformance chrome tomcat neo4j postgres -interval:500 -network:192.168.137.2`

3. Impact

When measuring the resources consumed by an application at runtime, it is important to define a statistically rigorous methodology and the correct use of tools [27]. The characteristics of ProcessPerformance have made it a valuable tool to measure the runtime resources consumed by many kinds of applications. In the scenario of comparing techniques for the implementation of programming languages, ProcessPerformance has been used to measure runtime execution and memory consumption of program specialization [28], static single assignment (SSA) transformations [29], hybrid dynamic and static typing [30], compiler implementation [31], runtime type cache optimization [32], intersection and union types [33], and type inference [34]. It has also been used to compare the efficiency of different Python implementations [35], the `invokedynamic` opcode included in Java 7 [36], the implementation of dynamic languages for the Java platform [37], and the adaptability of Java applications [38].

In the scenario of aspect-oriented programming (AOP) ProcessPerformance has been utilized to compare the efficiency of dynamic and static weavers for the Java [39] and .NET platforms [40], to analyze the suitability of AOP for distributed systems security [41], and to measure the runtime performance of the DSAW AOP platform [42].

Likewise, our tool has measured memory and CPU consumption of various virtual machine implementations, such as the addition of structural intercession [43] and dynamic inheritance to .Net [44], and the implementation of the nitrO virtual machine [45]. ProcessPerformance has been used to measure network and memory consumption in the design and implementation of mobile applications for multiple platforms [46], including the DIMAG back-end module [47] and the LIZARD native interface generator [48].

We have used ProcessPerformance to measure the network traffic generated by an infrastructure to deliver synchronous programming laboratories online [49]. In this case, various applications were measured...
together, since the system comprises different processes. ProcessPerformance was a helpful tool to know the network traffic generated by the entire system, which was a critical aspect due to the limited Internet connections the students have in their households [49].

ProcessPerformance has also been utilized to measure training and inference time of machine learning models in different scenarios such as programmer classification [50], students’ performance prediction [51], decompilation [52, 53], and analysis of binary files [54]. We have used our tool to compare the runtime resources consumed by different persistence systems such as graph databases [55], reflective persistence systems [56], aspect-oriented database evolution systems [57], and orthogonal object-based persistence [58].

4. Limitations

As mentioned in Section 2, ProcessPerformance uses the TraceEvent library to know the data sent and received by a particular process. TraceEvent was originally designed to parse the Event Tracing for Windows (ETW) events generated by the Windows operating system. Thus, ProcessPerformance only provides this particular information when run on a Windows operating system. However, it is worth noting that the traffic information of the overall network is provided for any operating system.
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